A Commercial-Cloud Solution for the Computational Needs of The NOvA Experiment at Fermilab
Background
Fermi National Accelerator Laboratory (Fermilab), is the United State’s leading high energy particle physics laboratory. The laboratory operates a world leading particle accelerator facility that generates the world’s most intense neutrino beams. Neutrinos are a type of subatomic particle, whose elusive interactions and properties are the subject of intense research by the physics community.  The NOvA experiment [1], a collaboration of more than 200 scientists from 38 institutions and 7 countries, is designed to probe the fundamental structure of neutrinos.  The experiment sends a neutrino beam generated at Fermilab, 38 miles west of Chicago IL, through the Earth’s crust and over distance of 503 miles to the Ash River Laboratory located in Orr, Minnesota.  As the beam emerges from the earth, it is characterized through a 14,000 metric ton particle physics detector, which can detect and measure the interactions of individual neutrinos. When the data is analyzed, these measurements will be able to probe the nature of neutrinos and of the balance between matter and antimatter in the early universe. 
The NOvA experiment, and other experiments hosted at Fermilab, process between 5-10 PB of data each year as part of their ongoing analysis efforts.  These tasks are currently accomplished by relying on a combination of computing centers located at Fermilab and collaborating Universities, along with resources provided by research federations such as the Open Science Grid [2] and the Worldwide LHC Computing Grid (WLCG) [3].  As the experiment’s data sets increase in size and as the algorithmic complexities of the analyses advance, these resources are proving to be insufficient to meet many of the needs of the science.  The NOvA experiment and Fermilab are specifically interested in investigating how Commercial Clouds and high throughput computing clusters can be leveraged to handle many of the high computation/low IO analysis work which characterize high energy physics analysis and simulation.  
Proposal Summary
We propose to run the data analysis and simulation required to process the 2014/15 NOvA dataset on AWS. This is estimated to require approximately 190K CPU-h of analysis and 1.9M CPU-h of simulation. We will split the work in 16 campaigns that we’ll tune to last between 1 and 4 days (4K to 1K concurrent VMs). By running these spikes regularly over a year, we want to prove that AWS provides a computational platform as stable, available, scalable, and cost-effective as local resources at Fermilab. The experience will result in an evolution of the services provided by the Fermilab facility in the areas of policy, networking, storage, and provisioning. It will also involve experts from those areas throughout the laboratory. This demonstration is crucial at this time as the expanded program in neutrino physics begins to further stress local computing resources. In addition, we envision that commercial resources will also address spikes in peak demand that are related to additional analysis efforts occurring prior to major scientific conferences and publications of results.
Scientific Goals for NOvA Physics
The primary goals of the NOvA experiment are to measure the extremely rare appearance of electron neutrinos (𝜈e) in a beam of primarily muon neutrinos (𝜈𝜇), which occur due to the process of neutrino mixing/oscillations as the neutrinos travel through the Earth’s crust.  By comparing the appearance probabilities for neutrinos and anti-neutrinos the NOvA experiment is extremely sensitive to the determination of key parameters relating to the fundamental structure of the neutrino and to the relationship between matter and antimatter.  In particular the NOvA measurements are designed to determine the neutrino mass ordering and the characteristics of the neutrino mixing / oscillations. 
The current NOvA data set is organized as a collection of over 6.3 million files representing more than 1 PB of accumulated detector data.  Each file is subdivided into collections of “events” which represent the information gathered by the detectors when the pulsed neutrino beam strikes the detectors.  Data are processed file by file in parallel by compute intensive applications executed as individual “jobs”. Jobs analyze the data event by event to reconstruct the energies and trajectories of the sub atomics particles.  Each event takes approximately 22 s to reconstruct and fully analyze.  The outputs of these analysis routines are copied back to storage resources.  When all the events have been analyzed the results are merged to provide the final physics distributions.  
In addition to the reconstruction and analysis of the raw detector data, detailed “Monte Carlo” simulations need to be run to understand how the observed particle topologies relate to the underlying physics models and how sources of noise and background processes can affect or skew results.  In order for the NOvA experiment to achieve the level of statistical precision that it was designed to attain, ten times the amount of simulation needs to be run as real data that is being analyzed.
The goal of this proposal is to perform the required simulation and data analysis for the NOvA experiment’s 2014/2015 data set on AWS. Overall, this is estimated to require approximately 190,000 CPU hours of data processing and 1,900,000 CPU hours of simulation. 
This effort will advance the science of the NOvA experiment and demonstrate the reliability and availability of commercial cloud providers to perform computation intensive high energy physics analysis.
Proposed Architecture
We need to provision and manage computational resources to execute NOvA simulations (Monte Carlo) and data analysis applications on AWS. We target a scale of resources comparable to the current available computing quota for NOvA at Fermilab i.e. about 1,000 VMs.
These applications typically require 3 GB of RAM, a few GB of local scratch disk, and a network connectivity of 1 Gbps. The application is compiled for Scientific Linux 6 (a Red Hat variant): a VM image with the appropriate configuration has been already tested on AWS. 
The software application is distributed through a cached file system (CVMFS) [4] that relies on http to access a software repository hosted at Fermilab. To support the concurrent software distribution at a scale above a few hundred instances, we will deploy Squid servers at AWS to dynamically mirror the Fermilab repository. Squid servers will be deployed on-demand via an auto scaling group and made available to the application through an elastic load balancer.
Input and output will be managed through direct FTP transfers from / to the Fermilab Archival Facility. Preliminary analysis indicates that certain run conditions make the use of local storage through S3 more cost-effective. We will evaluate the effort and costs to integrate local storage at AWS with the NOvA workflow.
Virtual Machines will be provisioned and managed by a workload management system developed in-house, glideinWMS [5]. Users submit requests for the execution of an application over input files or Monte Carlo configuration parameters. These requests are commonly referred to as jobs. The glideinWMS system monitors the user job queues and provisions VMs according to need. The system relies on HTCondor [6] for the interaction with the AWS API. As VMs are instantiated and contextualized, passing information such as user credentials, HTCondor dispatches jobs to them. When all jobs are executed, VMs automatically shut down after a timeout period.
We envision two modes of operations for the system: (1) NOvA physicists submit jobs directly to Amazon; (2) NOvA physicists submit jobs to the Fermilab Facility, which executes them at the local computing centers or Amazon, depending on local resource utilization. Mode (1) will be for users with their own accounts at Amazon e.g. paid through individual grants. Mode (2) will be for regular users with cycles directly paid by Fermilab as per previous financial agreements with NOvA. Mode (2) is the focus of the current proposal.
For mode (1), this architecture has been demonstrated to work for NOvA Monte Carlo at the scale of 500 m3.large VM instances, running 1,000 concurrent jobs. The technologies used in mode (1) can be transitioned for use in mode(2). For it to be considered “production quality”, though, we need to demonstrate that we can consistently achieve smooth operations for several computational campaigns with about 1,000 VM for both operational modes. 
Resource Needs
Preliminary discussions with Amazon staff have strongly suggested that we make our budget using mostly spot pricing instances in order to make the most scientific output from the available resources. They also suggested that the most economical spot pricing is to be found in the higher-core instances such as c4.4xlarge with 16 cores.  We are using spot pricing rate of $0.128 per VM/h, the current going rate in the calculations below.
A typical data analysis campaign consists of 10K input files of 250 MB each. A job processes 1 input file, transferring it directly from Fermilab, producing 1 output file of also 250 MB. We will provision up to 1K concurrent VM instances of type c4.4xlarge  and run 16 jobs of 3 h each per VM. This will result in computational campaigns running for 2 to 8 h, producing 15 TB of data. The total cost for 6 campaigns will be approximately $3240 on regular instances, dominated by the anticipated data transfer cost.
A typical Monte Carlo campaign has similar parameters, but job durations of 5 hours and 38000 input configuration files. This will result in computational campaigns running for 12 to 48 hours and 9.5 TB of data. We plan to run 10 campaigns with spot pricing with total anticipated cost of $26600 including data transfer.
Adding the data analysis and Monte Carlo campaigns together and allowing for small auxiliary services, such as in-cloud squid caching, the total cost will be approximately $30000. This will allow for slightly more than 2 million total core-hours of computing at the estimated rates above.  We therefore request $30000 worth of Amazon Web Service cycles.
Project Plan and Milestones
The following plan assumes the availability of a team of experts from Amazon to consult on the system architecture and total cost of ownership. Tasks are marked with the letter ‘T’, milestones with ‘M’. The activities will be spread across a year starting from Mar 2015.

T1. Fermilab staff set meeting with NOvA production team and users (Mar 2015)

T2. Fermilab staff have meeting with AWS Total Cost of Ownership team (Mar 2015)

M1. First successful computational Campaign (Spring 2015). Continue to run campaigns with this setup.

T3. Plan data-intensive activities (including caching storage in S3) with consultation from AWS experts. (Apr 2015)

T4. Work with Fermilab software team for better support of spot pricing, multiple availability zones, and resource types. (Spring / Summer 2015)

M2. Computational campaign with integrated spot pricing and multiple availability zones (Fall 2015). Run campaign with this improved set up.

T5. Meeting between Fermilab and AWS networking staff and ESNet to plan network routing (Apr 2015)

T6. Make Launch plan for auxiliary services using CloudFormation.  Decide whether this integrates with our GlideinWMS workflow system or it is standalone (Summer 2015)

M3. Computational campaign with integrated network routing and auxiliary services (Fall 2015)

T7. Successful facility-driven bursting to AWS based on policy engine (Winter 2015).

T8. Successful completion of data processing and MC simulation submitted through the Fermilab Batch Facility to AWS (Spring 2016)

M4. Full completion of all computational campaigns in the proposal (Spring 2016)
T9. Meeting with Fermilab and AWS to plan the next steps. (Spring 2016)
Dissemination of results
[bookmark: _GoBack]The results from the analysis of the NOvA data will be published in leading peer reviewed journals and will be presented at leading international conferences focused on high energy physics and neutrino oscillations.  Previous results from the principal investigators and senior personnel (P.I.s) have been published in Physical Review, Nuclear Instruments and Methods in Physics Research, Proceedings of Science and Journal of Physics. The P.I.s have given numerous invited plenary presentations at conference including at “The International Conference on Neutrino Physics and Astrophysics” (Neutrino 2014), “The International Conference on Heavy Quarks and Leptons”, “The International Conference on Hyperons, Charm and Beauty Hadrons”, as well as cross discipline conference series such as “The International Conference on Computing in High Energy and Nuclear Physics” (CHEP) and the High Energy Physics Unix Information Exchange (HEPiX).  
The computing aspects of these studies will be disseminated and presented as papers at leading computing conferences and in journals across the field.  The P.I.s have previously published and presented at “The IEEE Transactions on Cloud Computing”, “The International Symposium on Grid and Cloud computing” (ISGC), “The International ACM Symposium on High-Performance Parallel and Distributed Computing” (HPDC), “The IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing” (CCGrid), and “The SuperComputing Symposium” (SC). 
In addition the P.I.s regularly report on computing technologies and methodologies to a wide variety of Fermilab hosted experiments and to researchers at other National Laboratories and Universities through invited seminars and colloquia. 
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